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Abstract

We introduce an approach for constructing immersive vir-
tual spaces by generating comprehensive 3D voxelized
models that encompass both geometric and semantic scene
representations from a single 360° RGB-D input. The pro-
posed approach utilizes a deep convolutional neural net-
work to perform semantic scene reconstruction and com-
pletion, allowing for the estimation of complete scene se-
mantics and geometries. This enables optimized spatial au-
dio adaptation, ensuring that the sound environment is ac-
curately tailored to the reconstructed space. To assess the
acoustic properties, we measure parameters such as early
decay time (EDT) and reverberation time (RT60) using the
exponential sine sweep method (ESS). We used Unity with
the Steam Audio plug-in for conducting simulations in vir-
tual space. The proposed framework demonstrates better
virtual space reconstruction and immersive sound gener-
ation, advancing semantically rich and spatially accurate
virtual environments. Code and rendered sounds available
at GitHub: https://github.com/blindRevAcc/Repo360).

1. Introduction

Both visual and synchronised spatial audio are essential for
creating truly immersive environment experiences [17, 33,
42]. The integration of both audio and visual aspects en-
ables users to perceive a digital 3D space that closely mim-
ics real-world environments. However, there is a scarcity
of studies that integrate audio and visual cues from a single
RGB-D 360° input.

While many studies have advanced the visual aspects of
extended reality spaces, particularly in 3D visualisation and
human-machine interaction [7, 8, 35, 37, 41, 43], there are
still few studies focusing on the construction of 3D anno-
tated models from 360° inputs. For instance, [23] employed
CNN:s for surface reconstruction, but this approach does not
extend to generating annotated 3D models with semantic
segmentation.

In the 3D semantic scene completion (SSC) literature
for indoor scenes, most studies construct 3D models with
semantic annotations from perspective views, which suf-
fer from a limited field of view [20, 40, 45, 46], where the
constructed 3D models do not cover the full surroundings.
Therefore, a gap remains in developing pipelines that in-
tegrate RGB-D data to generate 3D models with complete
semantic annotations from 360° inputs.

From the audio perspective, studies such as [0, 24, 27,
34, 39] leveraged audio-visual inputs to estimate room im-
pulse responses (RIRs), but they neither estimated 3D mod-
els nor analysed the relationships between inferred 3D ob-
jects and their semantic properties in relation to the esti-
mated RIRs. Consequently, there remains a gap in applying
estimated RIRs to predicted 3D meshes for practical use.

Few studies, such as [16, 18], have integrated both audio
and visual aspects to create more realistic and immersive
virtual experiences. The study in [16] employed SegNet
[3] to extract scene semantics from 2D RGB inputs, gen-
erating a 3D model by mapping 2D points into 3D space
using depth information. The resulting 3D point cloud is
then grouped into clusters based on object labels, and block
structures are reconstructed from these clusters using point
occupancy to approximate the scene’s geometry. In con-
trast, the study in [18] employed EdgeNet [9], a 3D SSC
deep learning model, to infer scene semantics within 3D
space. Once the 3D models are built in these studies, sound
is rendered within the scenes to contribute to a coherent, im-
mersive experience by integrating both audio and visuals.
However, the study in [16] simplified scene objects using
block representations, while the work in [18] demonstrated
densely annotated 3D models from depth-only 360° inputs,
which suffered from incomplete object reconstructions in
the scenes. This motivates us to explore 3D reconstruction
using both RGB and depth 360° inputs while also captur-
ing the RIRs for spatial sound evaluation to achieve a more
immersive environment experience. In this research, we ex-
tend the previous work in [2], to develop a comprehensive
3D framework that integrates 360° RGB-D input. The pro-



posed framework leverages Unity ', and the Steam Audio

Plug-in > for advanced 3D sound spatialisation. Our ap-

proach addresses a gap in the existing 3D SSC literature

by introducing a unique methodology for processing 360°

RGB-D data. We adopt a spherical-to-cubic projection tech-

nique for RGB data and apply a 3D rotation method to depth

point clouds to ensure proper alignment with the cubic pro-
jection of 2D images. To our knowledge, this is the first
work to extend a pre-trained SSC model, originally using
perspective camera RGB-D input, to infer a 3D model from
360° RGB-D input. The proposed method can be extended
to many recent indoor SSC models pre-trained on perspec-
tive RGB-D input. Additionally, we analyse the relation-
ship between scene semantics completion and the quality of
the rendered sound within the full 3D scene by evaluating
room impulse response (RIR) acoustic parameters, such as
early decay time (EDT) [4] and reverberation time (RT60)

[36]. We compare our results with state-of-the-art (SOTA)

approaches using CVSSP dataset °.

The summary of our contributions are as follows:

» Extend the work in [2] and propose MDBNet SSC model
with a dual-head and combined loss function to train the
model simultaneously with both RGB and depth inputs.

* Propose MDBNet360 a novel method for semantic scene
reconstruction and completion leveraging 360° RGB-D
input by adapting a pre-trained MDBNet model originally
designed for perspective RGB-D data.

e Perform an acoustic analysis of the 3D virtual environ-
ments generated by MDBNet360 through the evaluation
of RIRs acoustic parameters, such as EDT and RT60,
and comparing the results with SOTA methods. The pro-
posed method showing better 3D scene reconstruction
and acoustic parameters for the virtual space compared
to SOTA.

2. Methodology

2.1. 3D SSC with MDBNet on Perspective Inputs

The architecture of the proposed MDBNet is depicted in
Figure 1. This model features a dual-head network, fa-
cilitating learning simultaneously from each network head
within a single pipeline. The system processes each scene
using two distinct modalities: a 2D input consisting of RGB
image at a resolution of 640x480, and depth map data pre-
processes as the form of flipped-Truncated Signed Distance
Function (F-TSDF) for data representation within 3D space,
which captures geometric information with dimensions of
240x144x240. We leverage the Segformer ‘B5’ model
[48], a pre-trained transformer model for image semantic

'ttps://unity.com/(accessed in 2024)

2https : / / valvesoftware . github . io / steam -
audio/(accessed in 2024)
3http://3dkim. com/research/VR/index . html(accessed

in 2024)
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Figure 1. MDBNet is a dual-head network that processes 2D RGB
semantics via a pre-trained Segformer with 2D-3D projection and
geometric data via a 3D CNN with ITRM blocks. The network
optimises a combined loss, which is a weighted sum of 3D loss
and 2D semantics loss.

segmentation, to extract the 2D semantic features, which
are subsequently projected into 3D space. Aligned with the
projection method described in [25], we utilised the depth
values from the depth image /gep¢n, along with the intrinsic
camera matrix X € R3*3 and the extrinsic camera ma-
trix [R[t] € R3** to project a pixel p, , represented in
homogeneous coordinates as [u, v, 1]7 from the 2D image
plane to a 3D point p, , ., also in homogeneous coordi-
nates [X,Y, Z,1]7. This projection is accomplished using
the camera projection equation referenced as Equation 1:

Puw = K[R[t]psy, 2, (D

to map the 2D features into scene surfaces in the 3D
space. Then, these volumetric surface features are fused
with the F-TSDF input within 3D network branch using
late fusion since it provides the best results among early
and middle fusion strategies. For late fusion we down-
sample the projected features using the Planar Convolution
Residual (PCR) block [22], a variant of the Dimensional
Decomposition Residual (DDR) block [20]. For the 3D
input, we adopt the foundational structure of the 3D U-
Net CNN, as utilised in [2], with a custom adaptation of
the residual block. This adaptation includes implement-
ing Identity Transformed within full pre-activation Resid-
ual Module (ITRM) by adding a hyperbolic tangent (Tanh)
function on the identity features. The Tanh activation func-
tion is employed in various research contexts, particularly
in scenarios where TSDF or SDF are used as input. Its pri-
mary purpose in such cases is to manage data distributions
within a normalized range, aligning with the inherent data
range of TSDF or SDF, as demonstrated in [32, 47]. In the
domain of SSC, the Tanh activation function has been ap-
plied to part of identity features, albeit in a different con-
text [50]. Our research extends this exploration by investi-
gating additional context for the application of Tanh. The
model generates an output with a four-dimensional struc-
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ture sized 60x36x60x12. The 12 channels represent the
dataset classes ranging from O to 11. Class 0 is desig-
nated for empty spaces, whereas the remaining classes rep-
resent various object categories found in the NYUv2 [38]
and NYUCAD [12] datasets, including ceiling, floor, wall,
window, chair, bed, sofa, table, TV, furniture, and objects.
We supervise the two inputs of MDBNet jointly using a
combined loss function that merges the 2D semantic loss
and the 3D loss for SSC, employing a weighted sum ap-
proach. This method utilises a weighting parameter \ to
balance the contributions of the two losses, designated as
Lsgs for 2D semantic loss and Lggc for the 3D SSC loss.
The combined loss function is formulated in the following
Equation 2:

L=ALss + Lgssc- ()

Aligned with [45], we employ the smooth cross-entropy
loss, denoted as Lgg, to measure the loss for 2D RGB se-
mantic predictions. The Lggc weighted cross entropy loss
[2], evaluates the model’s performance in 3D space, specifi-
cally using F-TSDF after integrating projected 2D semantic
features in the current context. Lgsc employs a smoothed
weights through an unsupervised clustering algorithm, K-
means.

2.2. Extension to MDBNet360.

We extend MDBNet’s inference capabilities to 360° RGB-
D data by incorporating spherical-to-cubic projection and
3D transformation for comprehensive 3D reconstruction
with 360° surroundings. The proposed design generates cu-
bic views from 360° RGB-D input by converting the spher-
ical RGB data into six perspective images. Following[15],
the spherical RGB image is divided into six perspectives;
however, the top and bottom projections, corresponding to
the ceiling and floor, are excluded from MDBNet’s predic-
tions since they represent known elements that do not re-
quire further processing.

To compute the F-TSDF from the spherical depth map,
depth grids are first generated for each cubic view. Point
clouds are derived from the spherical depth data. We es-
tablish a mapping between 3D depth points and their cor-
responding pixels in equirectangular images. This mapping
follows general principles of spherical-to-Cartesian trans-
formation, as implemented in prior works such as [18]. The
Cartesian coordinates (z,y, z) are calculated using the lati-
tude and longitude from the equirectangular image.

An occupancy voxel grid is constructed to represent the
scene’s surface. This is achieved by simulating four per-
spective views (left, front, right, and back) with each view
rotated 90° around the Y-axis. The transformation of the
Cartesian coordinates (x,y, z) for each view is performed

using the following rotation matrix:

x’ cos(#) 0 sin(6) x
y | = 0 1 0 N 3)
z' —sin(f) 0 cos(f) z

The F-TSDF is then calculated for each 3D view. The
TSDF value represents the Euclidean distance of each voxel
to the nearest surface voxel using specific truncation thresh-
old ¢ to reduce both computational load and memory usage
within the perspective cubic view. The TSDF is flipped to
provide strong gradients on surface [40] :

F-TSDF = sign(TSDF) - (TSDFpa — |TSDF)|). (4)

The sign in Equation 4 provides information about whether
the voxel is in front of or behind the object’s surface. In the
F-TSDF representation, voxels in visible or empty spaces
above surfaces are assigned values ranging from O to 1,
while those in occluded areas are assigned values from -1 to
0, resulting in steep gradients at object surfaces. Then we
pass the RGB perspective view with corresponding F-TSDF
inputs into the proposed model. We construct a compre-
hensive inference pipeline by combining predictions from
multiple MDBNet inferences. Our proposed architecture
generates four 3D volumes, with boundary overlaps occur-
ring between adjacent 3D views. These views are merged
within a single comprehensive view using the summation
rule [19] as illustrated in Figure 2. The MDBNet’s outputs
in the overlapping regions are aggregated using summation.
For each voxel with output P;; for class i predicted by
MDBNet classifier j, the total sum of the values for class ¢
across all m classifiers is calculated as follows:

0; =) Py )
=1
C = argmax(0;). (6)

Post-processing is applied to all inferred 3D views, includ-
ing fitting planes (walls, ceiling, and floor) in the room to
enhance overall scene quality, ensuring a more coherent and
visually realistic representation. The 3D room, with the ag-
gregated views, is then exported to Unity with Steam Audio
for object’s material assignment and sound rendering.

2.3. RIR Measurement

In this research, we use the Steam Audio plug-in with Unity
to render sounds within the 3D volumes exported by MDB-
Net360 in virtual space. RIR is simulated between a single
virtual sound source and a listener captured by playing ESS
audio on the virtual sound source within the 3D scene. The
rendered sound is captured by the virtual listener. To gen-
erate the ESS audio, we follow the approach proposed by
Farina [10, 11, 30]:



z(t) = sin
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i (22)

The virtual sound source sweeps through the ¢ samples of
the exponential sine signal x(t), starting from the lowest an-
gular frequency w; and progressing to the highest angular

frequency wo, as depicted in Equations 8 and 9, respectively.
The sweep has a duration of 7.

wr=2-7-f1/fs ®)
wp=2-7-fa/fs ©)

The RIR is extracted by the deconvolution process of the
recorded ESS, and then saved in WAV format. Next, we
measure the room acoustics parameters, including RT60
and EDT. To estimate RT60, we analyse the room’s RIR
and calculate the time it takes for the sound to decay by
60 dB, as defined by ISO 3382-1:2009 [13]. This approach
employs reverse cumulative trapezoidal integration to as-
sess the decay of the impulse response, followed by a linear
least-squares fit to determine the slope between 0 dB and
-60 dB [14, 36]. EDT is estimated using the slope of the
decay curve, determined from the fit between 0 and -10 dB.
The decay time is then calculated from the slope as the time
required for a 60 dB decay [4, 14]. The values are averaged
for both EDT and RT60 across six octave bands, ranging
from 250 Hz to 8000 Hz, to ensure comparability with pre-
vious methods using similar bands [16, 18]. In order to as-
sess the perceptual relevance of the observed discrepancies
in EDT and RT60 values, we define their just noticeable dif-
ferences (JNDs). According to recommendations from the
literature, the JND thresholds are set at 20% for RT60 [28]
and 5% for EDT [44].

3. Implementation and Experimental Setup
3.1. MDBNet

Training and Validation. We conduct our experiments
using the PyTorch framework, on a single Nvidia RTX 8000
GPU. Both 2D and 3D network branches are trained simul-
taneously with MDBNet. Due to the two types of input rep-
resentation we employ different learning rates to achieve
effective performance as demonstrated in [49]. For the 2D
input modality (RGB), we employ a pre-trained Segformer
model, which is fine-tuned on the ADE20K dataset [1] at
an image resolution of 640x640. The model weights are
downloaded from Hugging Face [31]. In the pre-trained
model, we keep the encoder’s weights fixed and fine-tuned
the decoder layers, starting with a learning rate of 1 x 1074,
Following the approach suggested by [45], we used the
AdamW optimizer with 0.05 weight decay, and learning

Figure 2. MDBNet360: RGB-D projection and prediction on full
panorama MR scene from CVSSP dataset using MDBNet SSC
model.

rate governed by a cosine decay policy, starting from the
initial value and decreasing to a minimum of 1 x 1077,
For the 3D input modality, we opt Stochastic Gradient De-
scent (SGD) with a momentum of 0.9 and a weight decay of
5 x 10~4. The OneCycleLR scheduler is utilised to adjust
the learning rate, beginning at 0.01. We train the MDBNet
model for 100 epochs, with batch sizes set to 4 for train-
ing and 2 for validation. To mitigate the risk of overfit-
ting on the training dataset, we incorporate an early stop-
ping as a regularization method [29] with a patience setting
of 15 epochs. In our loss function, we experiment with a
coefficient \ set to 1 and normalized the scale of Lgg to
match that of Lggc by setting A to 0.5. The model exhibits
stability across both configurations and demonstrates effec-
tive learning. Although the score ranges for both settings
show considerable overlap, a slightly higher SSC score is
observed with A = 1, achieving 60.1 £ 1.0 compared to
59.2 £ 1.3 with A = 0.5. Furthermore, to ensure the per-
formance reliability of our results, we implement K-fold
cross-validation, dividing the training set into three folds
at random, and preserving the weights from each fold for
subsequent evaluation on the test set, thereby quantifying
the model’s performance uncertainty.

Evaluation. Our research leverages the NYUv2 and
NYUCAD datasets as benchmarks for conducting our ex-
periments. NYUv2 consists of 1449 realistic RGB-D in-
door scenes captured via a Kinect sensor with a resolution
of 640x480. The datasets are divided into 795 training in-
stances and 654 testing instances. However, as discussed
in [40], there is some misalignment between the depth im-
ages and the corresponding 3D labels in the NYUv2 dataset,
which makes it difficult to evaluate accurately. To address
this problem, we also use the high-quality NYUCAD syn-
thetic dataset, which projects depth maps from ground truth



Table 1. Ablation studies on the NYUCAD dataset evaluating
MDBNet components with RGB-D input.

Method SC-IoU% SSC-mloU%
Lss + Lssc (re-weighting) 79.3+0.6 59.0+0.1
Lss + Lsgc (re-sampling) 80.54+0.9 52.54+0.9

Lgs + Lgsc (re-weighting) + ITRM 79.8+0.8 60.1+1.0

annotations and avoids misalignment.

Metrics We adopt Precision, Recall, and IoU as the evalu-
ation measures for the SSC, following the approach of Song
et al. [40]. For the semantic scene completion task, both the
observed surface and occluded regions are evaluated. We
present the mIoU scores for semantic classes, excluding the
empty class. In the scene completion task, all non-empty
voxels are classified as ‘1’, while empty voxels are labeled
as ‘0’. The binary IoU is computed for the occluded re-
gions in the view frustum along with precision and recall
measures. In this research, we follow [25] by evaluating all
occluded occupied voxels and re-sampling empty occluded
ones. As highlighted in [21, 26], the mIoU metric is consid-
ered more critical than IoU. Nonetheless, the results for all
metrics are average across K-fold cross-validation to derive
the final scores.

Ablation Study. To confirm the impact of each compo-
nent within our MDBNet, we modify the archetichture in
[2] by integrating new components and conduct comprehen-
sive experiments to evaluate their contributions, as detailed
in Table 1. Initially, we train our model with RGB-D input
and apply our combined loss defined in Section 2.1, achiev-
ing an SSC score of 59.0%. In the second experiment, we
replace the re-weighting loss with a re-sampling-based loss
from [40]. This substitution results in a significant decrease
of 6.5 percentage points (pp) in the SSC score, underlin-
ing the critical role of both RGB features and our combined
loss in the model’s performance. In the third experiment,
we employ our combined loss and enhance the 3D branch
of MDBNet by replacing the original residual blocks with
the proposed ITRM blocks. This enhancement yields fur-
ther improvements, achieving an SSC score of 60.1%, a 7.6
pp increase compared to the second experiment’s score of
52.5%.

3.2. 3D Scenes Production Using MDBNet360.

We test the proposed method using the CVSSP dataset.
The CVSSP dataset consists of five indoor scenes with
360° RGB-D and ground-truth acoustic parameter mea-
surements. For our simulations, three scenes are selected:
the Meeting Room (MR), Kitchen (KT), and Usability Lab
(UL). The Listening Room (LR) and Studio Hall (ST) are

Table 2. Material assignment table for objects.

Object Steam Audio Material
Ceiling Wood
Floor Carpet
Wall Plaster
Window Glass
Bed Carpet
Sofa Carpet
Chair Wood
Table Wood
TV Glass
Furniture Wood
Object Metal

excluded. The LR is omitted because it contains acousti-
cally controlled materials, which would not provide rele-
vant results for our study. The ST is excluded due to its di-
mensions being significantly larger than those used for con-
structing the 3D voxels. We enhance the depth data follow-
ing the method described in [18]. The SSC model MDBNet
utilise a 0.02 meter voxel size within a grid of 240 x 144
x 240 for scene input representation, which is scaled down
to 60 x 36 x 60 for the output. For each scene, the camera
is simulated to be positioned along the Y-axis and is cali-
brated to be at scene’s center. The 3D predicted volumes
are generated by preprocessing RGB spherical images to
produce cubic perspective views, combined with F-TSDF
3D data computed using the method described in Section 2,
with a truncation value set to 0.24 meters. To infer the 3D
volumes, we utilise the saved weights of pre-trained MDB-
Net model on the NYUCAD dataset. The average inference
time to produce a full 3D room is 2.57 minuets on a sin-
gle Nvidia RTX 8000 GPU. The 3D rooms are exported to
Unity (version: 2022.3.35f1), which is integrated with the
Steam Audio plug-in (version: 4.5.3) for immersive sound
rendering. Figure 2 illustrates the MR scene with 360°
RGB-D spherical input, demonstrating scene partitions us-
ing our proposed method described in Section 2, accompa-
nied by a comprehensive SSC 3D model prediction.

3.3. Sound Rendering and RIR Extraction.

In each scene within Unity platform, a virtual sound source
and listener are positioned to align with the ground-truth lo-
cations. Unified simulation settings are applied across all
the scenes. For instance, a corresponding Steam Audio Ge-
ometry material is mapped for each object. Table 2 lists
the objects and their corresponding materials [18]. Before
rendering the sound, the scene must be saved and exported
to ensure that all effects, including the geometry materials
applied to each component, are correctly integrated.
Following the ground truth, where both the sound source
and listener are static, we design the simulations using static
settings with precomputed, or “baked” effects to reduce



CPU usage. An empty game object is added to each scene to
assign the Steam Audio Probe Batch, which creates sound
probes. These probes serve as points where Steam Audio
calculates reflections and reverberation during the baking
process. At runtime, the relative positions of the source
and listener to the probes are used to quickly estimate these
acoustic effects. Additionally, for the virtual sound source
in the scene, we attach the ESS audio file generated by us-
ing the method described in Section 2.3. The ESS audio
generated with a sampling rate of 48,000 Hz and saved at a
16-bit depth. The ESS audio with frequencies ranging from
20 Hz to 20,000 Hz, is rendered with Steam Audio geome-
try materials within each virtual room. To generate spatial-
ize sound, we choose the spatialize option and set the Spa-
tial Blend to the 3D to generate immersive rendered sound.
For the Steam Audio Source we apply HRTF-based binau-
ral rendering, utilising the default Nearest interpolation op-
tion to control how HRTFs are adjusted as the sound source
moves relative to the listener. The impact of HRTF is more
pronounced in scenarios involving dynamic sound sources
or listeners, which enhances the immersive sound experi-
ence. Distance Attenuation is applied to the Steam Audio
Source, considering the Spatial Blend setting. If the Spatial
Blend is set to 2D, Distance Attenuation is effectively dis-
abled. A Physics Based distance attenuation model is em-
ployed, where the volume curve and other curves defined in
the 3D sound settings of the Audio Source are disregarded.
This differs from the curve-driven attenuation model, which
is controlled by the volume curve specified in the Audio
Source settings. We choose the Attenuation Settings to
be with Air Absorption to apply frequency-dependent cal-
culations for air absorption effects. The Simulation De-
fined option is chosen, which specifies how the air absorp-
tion values are determined using exponential decay pattern,
where higher frequencies diminish more rapidly over dis-
tance compared to lower frequencies. Furthermore, reflec-
tions from the source that reach the listener are simulated by
choosing the Reflection option. These reflections are pro-
cessed with HRTF and baked at the static listener. At this
stage, the scene is saved and exported. Additionally, we at-
tach the Steam Audio Baked Listener and Steam Audio Lis-
tener, with simulated reverberation, to the Audio Listener in
the virtual room. The influence radius is adjusted based on
the room size. The sound is baked at the Audio Listener,
and after that, the final effects are saved and exported.

To measure the RIR, we play the scene and record the
rendered ESS sound. The recorded sound is then convolved
with the ESS inverse filter to extract the RIR. Then, we mea-
sure the average EDT and RT60 acoustic parameters among
six octave bands as descried in Section 2.3.

4. Results Analysis
4.1. 3D SSC of Perspective Scenes

Experiments were conducted to evaluate the performance
of our proposed approach on scene completion and seman-
tic scene completion tasks, using the NYUv2 and NYU-
CAD datasets. Quantitative comparisons of our MDBNet
results with SOTA approaches are detailed in Tables 3 and
4. Unlike previous studies, which did not specify the per-
formance uncertainty, we averaged our scores across three
folds to more accurately represent generalization perfor-
mance. We compare MDBNet with SOTA methods that
utilize hybrid architectures, focusing on voxel-based se-
mantic segmentation on the NYUv2 dataset, as shown in
Table 3. Our approach significantly outperforms current
SOTA models, achieving a remarkable increase in mloU
scores by 3.1 pp and 2.7 pp over the previously leading
methods, AMMNetgcq former [46] which employed Seg-
former pretrained model for 2D RGB features, and PCANet
[22], respectively. This establishes MDBNet as the new
benchmark in SOTA performance. The efficacy of MDB-
Net is validated on the NYUCAD dataset, as shown in
Table 4. Our average performance is competitive with
AMMNetseg former [46], and surpasses it when consider-
ing the upper-bound results. On the other hand, we provide
qualitative analysis to illustrate the effectiveness of MDB-
Net’s components. Figure 3 showcases various scenarios
within the NYUCAD dataset, comparing when our com-
bined loss function uses weighting based on re-sampling
[40] within the 3D loss, when it applies class re-weighting
[2], and when employing re-weighting [2] and incorporat-
ing ITRM. The incorporation of class re-weighting in our
combined loss significantly enhances the model’s ability to
identify underrepresented classes, such as TVs and chairs,
as shown in Figure 3 in (a), (c), and (d). Additionally, our fi-
nal design MDBNet offers better recognition of chairs with
various shapes in the same figure in (b), (c), and (d), and it
ensures enhanced differentiation between tables and chairs,
as evident in (b) and (c). MDBNet model effectively recog-
nizes challenging classes like windows and TVs, showcas-
ing its robustness and adaptability. Additional results are
available on our GitHub and supplementary materials.

4.2. 3D SSC of 360° Scenes

The original MDBNet demonstrated superior results, sig-
nificantly outperforming other SSC models, such as Ed-
geNet [9], and Cleaners [45]. Due to the lack of ground
truth 3D annotated data within CVSSP, we qualitatively as-
sess the 3D voxelized models of the reconstructed rooms
generated by MDBNet360. These models are compared
with those produced by EdgeNet360 [18] an extension of
EdgeNet. We can clearly observe that MDBNet360 out-
performs EdgeNet360 in semantic scene completion across



Table 3. Results on the NYUv2 dataset include averages and standard deviations for Precision, Recall, IoU, and mloU metrics. The ‘*’
represents the view-volume architecture type.

Method Input Res Scene Completion (SC) Semantic Scene Completion (SSC)
. Prec. Recall ToU ceil. floor wall win. chair bed sofa table tvs furn. objs mloU
AMMNets g former[46] RGB-D  (60,60) 90.5 82.1 75.6 46.7 942 439 306 39.1 603 548 357 444 482 353 485
CleanerS[45] RGB-D  (60,60) 88.0 835 75.0 463 939 432 337 385 622 548 337 392 457 338 47.7
SISNet(voxel)[5] RGB-D  (60,60) 87.6 78.9 71.0 469 933 413 267 308 584 495 272 221 422 287 425
PCANet*[22] RGB-D  (240,60) 89.5 87.5 78.9 443 945 50.1 307 418 685 564 326 299 53.6 354 48.9

MDBNet (Ours) RGB-D (240,60) 80.3£3.7 81.8+6.5 67.6£2.1 472 926 499 476 468 662 621 37.1 357 452 369 51.6£l5

Table 4. Results on the NYUCAD dataset include averages and standard deviations for Precision, Recall, IoU, and mloU metrics. The ‘*’
represents the view-volume architecture type.

Method Input Res Scene Completion (SC) Semantic Scene Completion (SSC)
) Prec. Recall ToU ceil. floor wall win. chair bed sofa table tvs furn. objs mloU
AMMNetscg former[46]  RGB-D  (60,60) 92.4 88.4 82.4 613 947 650 389 581 763 732 473 46.6 620 42.6 60.5
SISNet(voxel)[5] RGB-D  (60,60) 92.3 89.0 82.8 61.5 942 627 380 481 695 593 40.1 258 546 353 53.6
PCANet*[22] RGB-D  (240,60) 92.1 84.3 86.3 548 931 628 443 523 756 702 469 448 653 458 59.6
MDBNet (ours) RGB-D (240,60) 85.0+1.7 93.0+1.2 79.840.8 674 936 64.1 524 595 725 693 450 415 53.1 424 60.1£1.0

Viewpoint (1) Viewpoint (2)

(a) Meeting Room (MR)

RGB-D GT

3D Loss 3D Loss 3D Loss 3D Loss 3D Loss 3D Loss
sampl b veigh pl igh

(re-weighting)
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cell. floor wall wind. chair bed sofa table tvs fum. objs

Figure 3. SSC results with different components on NYUCAD
dataset. From left to right: (1) RGB-D input; (2) GT; (3) combined

loss with re-sampling; (4) combined loss with re-weighting; (5) (c) Kitchen (KT) EdgeNet360 : MDBaO

combined loss (using re-weighting) with ITRM blocks. Objects

are color-coded, with circles highlighting key differences between Figure 4. Qualitative comparison between MDBNet360 and Ed-

GT and predictions. geNet360 on three scenes in CVSSP data. From top to bottom:
MR, UL, and KT.

all selected scenes from the CVSSP dataset. Notably, even o S 2

with the low resolution of depth maps in the CVSSP dataset, - '

where depth values are stored with 8-bit, which leads to N :gm“ " -

a loss of fine object details, MDBNet360 exhibits a clear - OI{? ° A s

improvement in predicting and completing key scene com- fo = fu As 3;

ponents. For evaluation, we focus on objects that play a "l foewe : —

central role in understanding room structure and function- " My O —

ality, namely sofas, chairs, and tables. These elements were 4

chosen because they are among the most commonly used R I

indoor objects and influence spatial perception. To pro-

vide our qualitative comparison, we select a viewpoint that Figure 5. EDTs and RT60 for 3 CVSSP rooms related to the

prominently displays these key objects, ensuring a clear vi- ground-truth (GT).

sualisation of the model’s reconstruction capabilities. As il-
lustrated in Figure 4, MDBNet360 offers more detailed and
complete representations of tables and chairs in the MR and ple, EdgeNet360 produces a partially reconstructed table in
KT scenes, where EdgeNet360 often struggles. For exam- the MR scene, missing chairs in the room, and the omission



of chairs around the table in the KT scene. Such inconsis-
tencies negatively impact the spatial understanding of the
room. In contrast, MDBNet360 maintains the structural in-
tegrity of the scene, improving geometric consistency. In
the UL scene, EdgeNet360 fails to reconstruct the central
table, significantly altering the perception of the room’s
layout. In addition, large portions of the sofas are miss-
ing, reducing the completeness of the scene. MDBNet360,
however, preserves these crucial spatial elements, enhanc-
ing both the functional interpretation and the visual coher-
ence of the scene. Furthermore, one of the key strengths
of MDBNet360 is its ability to predict challenging scene
features, such as windows and glossy doors, which are of-
ten difficult to detect and reconstruct due to their reflective
properties and transparency. Despite some boundary errors,
MDBNet360 successfully predicts the correct locations of
these objects in both the UL and KT scenes. In contrast, Ed-
geNet360 exhibits significant semantic errors in estimating
these objects, often either completely missing or misplacing
them in its reconstructions. This performance disparity is
largely due to MDBNet360’s incorporation of features from
dual inputs (RGB and depth) compared to EdgeNet360’s
reliance on solely on depth data. Nonetheless, our results
indicate that MDBNet360 improves the completeness and
fidelity of indoor scene reconstruction, particularly in the
representation of essential structural elements which is an
aspect crucial for high-quality semantic scene completion.

4.3. Spatial Audio within Virtual Space.

To provide a comprehensive evaluation of the Virtual space,
we assess the sound quality within the virtual rooms gen-
erated by MDBNet360. Specifically, we evaluate the RIR
based on the EDT and RT60 acoustic parameters. Our re-
sults are compared with the ground truth measurements ob-
tained from sound modeled in real space, and SOTA mod-
els Kim19 [16] and Kim20 [18]. Overall, our approach
demonstrates superior performance in both EDT and RT60
compared to Kim19 and Kim20, as shown in Figure 5. In
the figure, the EDT scores for our model in the MR and
UL scenes outperform those of Kim19 and Kim20, being
closer to the ground truth. However, for the KT scene,
the EDT score predicted by MDBNet360 is slightly shorter
than the ground truth. We attribute this discrepancy to er-
rors in the 3D semantics, where cabinets are mislabeled as
wall voxels. Therefore, plaster materials assigned to cabi-
nets. This mislabeling likely occurred due to inaccuracies
in depth perception and the similarity between the cabinet
color and the wall color in the RGB image, making it chal-
lenging for our model to accurately distinguish the cabinets.
In the real world, cabinets typically have lower absorption
coefficients than plaster walls, as their materials are more
reflective. In the 3D voxel scene within Unity, the materials
do not perfectly match the acoustic properties of their real-

world counterparts. Since the cabinets are labeled as wall
voxels, they are assigned plaster-like material properties.
We observe some artifacts that affected the acoustic mod-
eling, resulting in excessively high RT60 values exceeding
thirteen seconds in UL scene only. These artifacts are likely
caused by the presence of objects between the sound source
and the listener (a situation not present in the MR and KT
scenes) which are inaccurately modeled and assigned incor-
rect material properties. The high sensitivity of the sound
listener likely contributes to this issue, as it could detect
even minor sound reflections and scattering from the voxel
model surfaces such in [17]. This can be considered as a
technical limitation of Steam Audio, the spatial audio ren-
dering plug-in. This can be avoided by slight adjustment
of the listener’s position and fine-tuning of simulation pa-
rameters, such as the Reflection Mix Level, which helps
to reduce the artifacts and provides more reliable results.
Despite these challenges in the input context and variations
across scenes, the final space reconstructed by MDBNet360
demonstrates better performance in both visual prediction
and sound immersion compared to existing approaches.
The rendered sound results are shared via Github account at:
https://github.com/blindRevAcc/Repo360/.

5. Conclusion

In this work, we present a method for generating 3D virtual
spaces that integrate both visual and acoustic cues from a
single 360° RGB-D input. To this end, we develop MDB-
Net360, a model designed to produce a comprehensive 3D
voxelized representation of indoor scenes. Our approach
builds upon the pre-trained SSC MDBNet model, originally
trained on the perspective-view NYUCAD dataset. We
evaluate the acoustic quality of rendered sound using EDT
and RT60 parameters. Our results show that the model ef-
fectively combines visual and acoustic cues, enhancing spa-
tial audio realism and semantic representation in 3D scenes.
This demonstrates the potential of our model to bridge the
gap between visual fidelity and acoustic precision, provid-
ing a foundation for more immersive and interactive virtual
environments using only a single 360° RGB-D input.
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